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Abstract. We propose a novel paradigm of consuming rich web content
in a mobile setting (which are often eyes-free), through a predominantly
3D audio interface. Web content, formatted in audio, is streamed via
the mobile device’s network connection, and placed virtually in a 3D
audio space. The user moves in the virtual space, using a variety of
human computer interaction (HCI) means, such as voice input, touching,
rotating, and shaking the device, as well as hand and head gesturing.
We provide applications benefitting from this paradigm of rich mobile
3D audio web consumption. We provide system designs, and a system
architecture for mobile 3D audio. Finally, we implement our ideas in a
system prototype using the Apple iOS mobile platform.
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1 Introduction

We propose a novel paradigm of consuming rich digital content in a mobile set-
ting (which are often eyes-free), through a predominantly 3D audio interface. In
this paper, we focus on web content, since it is the most relevant and interesting
in a variety of applications. Other types of digital content, such as GPS signals
or personal music collections are still important, and we highlight them as well.

In a typical scenario, web content, formatted in audio, is streamed via the
mobile device’s network connection, and placed virtually in a 3D audio space.
The 3D audio space is readily achieved through stereo headphones and head
related transfer functions (HRTFs). That is, the user perceives sound streams
coming from different locations in her surrounding 3D volume. The user moves
in the virtual space (thus changing her perceived soundscape), using a variety
of human computer interaction (HCI) means, such as voice input, touching,
rotating, and shaking the device, as well as hand and head gesturing. This creates
a rich audio mobile web experience where users can consume multiple streams
of content simultaneously.

For example, consider a person standing in a crowded subway train carrying
an Internet-connected smart phone. She cannot look at her device, but multiple
web services are streaming her email messages, financial news, stock updates,
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and social network updates in audio format. She is even talking over a VOIP con-
nection. These and other sound items are virtually located at various positions in
the 3D space, relative to the user, as shown in Fig. 1. Initially, she is close to the
email stream (Gmail), and listens to important messages. The finance stream
(Yahoo! Finance) is further away, and is relatively quieter. Later, this stream
announces the user’s heavily-invested stock price, grabbing her attention. She
rotates her smart phone (without having to look at it), moving closer virtually
to the finance stream, to listen to the stock’s news more carefully. The Skype
sound item automatically stays close to the user, moving along with her in the
3D space, allowing the VOIP conversation to continue unhindered.

Our simple example illustrates that 3D mobile audio allows for rich mobile web
experiences, which are otherwise not possible in visually based mobile systems
characterized by small screen sizes and eyes-free settings. Our paradigm is also
readily applied for the visually impaired.

The rest of the paper is organized as follows. In Section 2, we motivate our
paradigm and discuss related work. In Section 3, we provide applications that
benefit greatly from mobile 3D audio. We provide system designs in Section
4, and a system architecture in Section 5. In Section 6, we provide a system
prototype implementing our ideas. Finally, we conclude and discuss future work
in Section 7.

Fig. 1. Consuming multiple audio web streams in 3D audio space. The “head” indicates
the user in the virtual audio space. The gradient shading shows that closer web streams
are relatively louder.
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2 Motivations and Related Work

Existing mobile web experiences are still far inferior than those enjoyed in tradi-
tional desktop (non-mobile) settings. This is the primary motivation for mobile
3D audio. We explain how our ideas address the problems associated with the
current mobile web paradigm and provide a rich mobile web experience. Fur-
thermore, we argue that research in mobile 3D audio advances digital systems
aimed at visually impaired users.

2.1 Rich Mobile Web Experiences from a Truly Pervasive Web

Existing mobile devices have an inherent design flaw. They are modeled after
desktop computers. In fact, other than the few and relatively new interfaces such
as touch and voice input [1], mobile devices are just small versions of desktop
computers, each equipped with a smaller screen and often, a smaller keyboard.
This results in a very poor web experience. Small screen sizes prevent users from
consuming content efficiently. (Large screen sizes on the other hand, reduce the
mobility of the device. We are inherently plagued with this tradeoff.) Further-
more, mobile scenarios are often eyes-free. That is, a user who is driving, jogging,
or standing in a crowded subway train cannot access the web because she cannot
view her device. (In contrast, she has no problem listening to music or any other
audio content in these situations.)

A truly pervasive web should not be constrained by access technologies, such
as visually based mobile web interfaces. Rather, it should be constrained by
how many processes a user can cognitively handle concurrently. Our mobile
3D audio paradigm fulfills this requirement by providing a rich web experience
wherever network connectivity is available. For example, drivers rightfully should
not be allowed to send text messages, because the distractions are proven to be
dangerous [2], [3]. However, a long distance driver should be able to safely listen
to her emails through an audio interface, using her Internet-connected smart
phone. This is the true pervasive web. Furthermore, when the user does have
the choice to view her mobile device, we argue that innovative 3D audio interfaces
are still better, since we can achieve much richer web experiences than that of a
small screen.

2.2 Enabling Technologies

Existing mobile hardware is already very powerful. (For example, the Qualcomm
Snapdragon chipset used in smart phones has a 1 GHz processor [4].) Further-
more, mobile broadband Internet access is quickly being deployed all over the
world [5]. Many cities are already equipped with 3G connectivity, with 4G al-
ready in a few others. The economics of the mobile industry are also allowing
increasingly more users to have Internet-connected devices. In other words, sup-
porting technologies (and the economics therein) already allow for mobile 3D
audio.
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2.3 Enabling Human Factors

The cocktail party effect allows a person to focus on an individual sound source,
even in the presence of other sounds [6] [7]. In cognitive psychoacoustic terms,
this is known as selective attention. Alternating attention refers to the ability
to switch focus between different sound sources. Divided attention refers to the
ability to simultaneously focus on multiple sources. Research in this area of
cognitive listening shows that listeners achieve better divided attention if the
sound sources are spatially separated, which is rather intuitive [8], [9], [10].

Recent research in HCI has demonstrated these human characteristics in mod-
ern mobile scenarios. In [11], [12], [13], sound items are placed in a virtual audio
circle around the user’s head, and the user selects the items using hand or head
gestures. Once the user selects an item (by a head nod in the corresponding
direction for example), that content is streamed to her. This idea has even been
customized to a mobile application that allows a user to interface to her music
in an entirely eyes-free manner, by placing selection menus in the 3D space, and
using device rotations for input [14]. We propose extending this idea to a larger
space, which we call the movable 3D audio space. Many sound items are placed
in a large virtual 3D audio space. The items are constantly streaming audio
content. Instead of selecting a particular item, a user chooses to move (using
hand or head gestures, or device movements) to different locations in the virtual
space, allowing her to consume multiple sound streams at once. This is similar
to the “audio minimization” techniques in [15].

2.4 Digital Systems for the Visually Impaired

Computer web browsers targeted for visually impaired users are readily avail-
able. However, they do not innovate very much beyond screen reading [16], [17],
[18]. In this paper, we focus on sighted users and the mobile web. We argue
that technologies initially developed for sighted users in mobile environments
(which are often eyes-free) will eventually be applied to visually impaired users.
Developing visually impaired technology is difficult because the small market
economics do not justify the engineering design costs. By developing rich 3D
audio mobile web interfaces for the sighted in general, visually impaired users
gain the added benefit of easily adaptable (if not just transferrable) technologies
to them.

3 Applications

We provide several categories of applications that our paradigm supports. Obvi-
ously, many of these overlap. And in a typical situation, a user may be engaged
in multiple applications from multiple web services at the same time. (We discuss
this further in Sections 4 and 5.)
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3.1 Media Converters and Players

Media converters and players take web content, convert them to audio format
and play them for the user. For example, users can listen to music streamed
from various content websites, in various formats, including video (by extracting
only the audio portion of course). Other types of content include lectures or
presentations and text-based content (e.g. news websites and blogs), which can
all be easily converted to audio format. We envision that a media converter and
player installed locally on a user device has a generic way to parse web content
and convert it into audio (similar to screen readers for the visually impaired).
However, a web service or web content provider might provide more friendly
interfaces to audio web users, allowing them richer experiences. For example,
after a user queries a music streaming website for a song, the website could play
short audio preview clips of search results, which is arguably better than just a
spoken text description.

3.2 Productivity

Productivity programs are often the killer applications that drive a technology
to maturity. We envision that mobile 3D audio is no different. Obviously, many
office applications, such as word processing or spreadsheets do not work well in
an audio setting for document creation or editing. But they can be easily ac-
cessed through text-to-speech means. Organizational productivity applications
are very important, since users benefit greatly when they are accessed in eyes-free
settings. These include email or messaging, voice calling, calendar or organizers,
and mapping or navigation. For example, a driver can talk on the phone (when
it is safe to do so) with a coworker, and at the same time, check her calendar
to set up a meeting by accessing her meeting management tool (by accessing
the associated stream in 3D audio space). She may even check her email con-
versations (to listen to previous meeting minutes) to set up an agenda for the
meeting. We classify another type of productivity application as informational.
These include web streams such as news, stock prices, and weather reports.
Since they require minimal interactivity, these informational web streams are
easily implemented. In fact, web feed or subscription technologies such as RSS
(Really Simple Syndication) and podcasting can be readily incorporated.

3.3 Location-Based

With the advent of modern web services, the mobile web and positioning tech-
nologies such as GPS are becoming extremely important. One notable example
is overlaying the virtual world onto the physical world. Many services provide
some type of geotagging feature. Users associate (that is, “tag”) physical loca-
tions with virtual locations on the web. As a result, a plethora of information
can possibly be written to and read from the virtual locations by users. This
allows for a variety of existing location-based services to be readily incorporated
in our designs.



6 V.K.Y. Wu and R.H. Campbell

For example, consider a mapping application such as Google Maps used on a
regular computer, where users pan around a map view to look at user-generated
reviews (possibly in different media formats) on nearby restaurants and enter-
tainment. In a navigation setting inside a vehicle, the experience is significantly
compromised. The screen on the device is typically smaller, making panning dif-
ficult. Many systems provide some point of interest (POI) search functionality.
However, the experience is still worsened, since spatial awareness (e.g. relative
distances between locations) is lacking. As well, the entire system is dangerous
to use when driving (an eyes-bound activity). Conversely, consider a mapping
and navigation application using our paradigm. In addition to POI search, a user
can move around virtually in 3D audio space, listening for POIs streaming au-
dio information (and maybe even user-generated content). This allows for some
spatial awareness (e.g. relative distances between POIs) to be recovered, even in
an eyes-free setting. For example, using simple hand or head gestures, a driver
can move in 3D audio space corresponding to the vicinity near her real physical
location, listening to user-generated reviews on POIs. This is shown in Fig. 2.

Fig. 2. The Google Map is traversed in movable 3D audio space. The red dots are
locations determined by Google after a query for “coffee”.

4 System Designs

We discuss several system designs in general. In Section 5, we provide a system
architecture that organizes many of these ideas in a coherent manner.

4.1 Movable 3D Audio Spaces

The mobile 3D audio web consumption paradigm is based largely on a virtual
3D audio space in which multiple sound sources are streaming content. In the
most general setting, both the user and sound items move in multiple spaces.
For example, a user might switch between a work space and a personal space,
and thus come into contact with different services (and possibly even other users



3D Audio Interface for Rich Mobile Web Experiences 7

who share the same spaces). An item in a 3D space can be generalized to any
entity that has interaction. An item might be as simple as a YouTube video
stream, or as complex as a group of users playing a virtual board game. Items
are movable and their trajectories can depend on each other.

4.2 Sound Stream Prioritization

One design that affects sound item trajectories in 3D space is prioritization of
the items themselves. For example, a user may wish to have access to her email
at all times. Then her email item may be preset to stay with her, even if she
moves in the space. As well, she may not want too many items in her immediate
area, distracting her focus. Other items may thus be dynamically pushed aside
as she moves. For instance, in Fig. 1, as the user moves up, her Gmail item moves
along with her, and the Facebook item is automatically pushed to the left.

Notifications and alerts are a form of prioritization, and are very natural in
an audio setting. For example, in Fig. 1, the Google Talk and Citibank items are
far away from the user. If a message is received through Google Talk, a short
notification sound plays close to the user. She may then choose to ignore it, or
move towards the Google Talk item, and start a chat conversation. Similarly,
if Citibank suspects somebody has stolen the user’s credit card credentials, it
issues an alert sound close to the user. Since this is critical, all other items may
be automatically disabled until the user responds to the alert.

Instead of using sounds, we can use keywords or phrases that a user can hear
and process, even if the audio streams producing these are far away in the 3D
space. In particular, studies have shown that a user is able to recognize somebody
speaking her name, even if that audio source is out of focus and far away [19].
(For example, in Fig. 1, the user likely hears her name, even if it is streamed by
the Google Reader item far away.) In our design, we could allow a user to first
tag several interest words or phrases. For example, these may be, “New York
Yankees”, “Yo-Yo Ma”, “Simpsons”, and “Vinton Cerf”, representing the user’s
interests in sports, music, television, and technology. Whenever one of these
words is about to be streamed, the system automatically replaces it with the
user’s name, capturing her attention, even if the audio stream is far away. The
user then locates the audio stream in virtual space and moves to it. The audio
stream may replay the user’s name for several moments, allowing her time to
locate it. (In the meantime, the actual stream may be buffered if it is a real-time
stream.)

In an alternative design, if an audio stream comes across a tagged interest
word or phrase, it automatically moves near the user. The user then focuses in
on that stream or pushes it away in virtual space (using some input mechanism).
This alternative design removes the need for a user to locate a stream of potential
interest to her. However, it may create an unpleasant experience if many streams
are frequently appearing in her vicinity.
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4.3 Sound Encoding

Thus far, we have assumed that sounds themselves are relatively agnostic to the
system. However, in general, we can encode sound according to where the user
is in 3D audio space. We have already assumed that further away sounds should
be relatively quieter (by definition of the virtual space mimicking a real-world
scenario where sound volume decays over distance). Therefore, a simple design
is to just stop streaming a sound source (saving computing and networking
resources) if the user is far away from it. (In this case, we consider “muting” as
a degenerate form of sound encoding.)

Another observation is that users tend to be able to recover less information
from a far away sound item, since the sound is relatively softer, and the user is
likely focused on another sound nearby. If we model this situation as a channel
(in the communications theory sense) between the sound source and the user,
we see that the channel capacity is reduced as the sound is positioned further
away in 3D audio space. Thus, if we try to push too many “bits” through this
narrow pipe, some of them are inevitably dropped. Therefore, we should encode
the sound with a lower “information rate”, in a psychoacoustic sense. (We do
not define this rigorously. However, it is the subject of future work with regard
to mobile 3D audio.) Practically, low-rate encoding can be achieved by reducing
the speed of sounds. For example, if a news website sound item is far away, it
can stream the text of articles slower than usual by allowing more delay between
audio samples. Alternatively, the sound source may choose instead to stream a
summary or a simpler version of its content. In this case, the news item streams
only headlines when it is far away. As the user moves closer to the news item,
the news item begins to stream detailed article text. As well, the encoding can
also be in space, in addition to time. That is, when the user is far away from
the news item, it streams only headlines from various news sections. As the user
moves closer, the item actually splits into multiple sound items, which locate
themselves in the vicinity of the original item in virtual space. Each of the new
sound items represents a different news section, and streams its own headlines.
Finally, the user can move close to the one of these new items, causing it to
stream detailed news article text.

5 System Architecture

We provide a system architecture in Fig. 3. Components to the right of the
vertical dashed line are all contained within a mobile device. Components to the
left are remote entities from the web.

5.1 Overview

The audio spaces engine (ASE) maintains all the state information of the various
audio streams in all the audio spaces. This includes the locations of the audio
streams in 3D audio spaces, and the user’s location. The input/output module
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Fig. 3. Mobile 3D audio system architecture

(IOM) is an interface between the user and the underlying system components.
That is, the user gives input control signals such as touch or shake gestures, and
voice inputs. IOM then translates these signals into commands such as moving
within and switching between audio spaces. The commands may be even more
interactive, such as leaving an audio comment on a blog post. The underlying
system components update themselves based on these commands and report
back to IOM. IOM then collects the resulting output audio and sends it back to
the user.

5.2 Audio Spaces Engine (ASE)

ASE contains all the relevant audio information to model how a user perceives
a soundscape, given her location. Note that this component does not contain
any audio content. (Actual audio content is stored in the audio library.) ASE is
composed of distinct audio spaces. Each audio space encapsulates information
such as sound item locations, number of sound items, and user location, if the
user is in that particular audio space. Furthermore, the audio spaces are also
interactive. As we discuss later, a web service may directly control an audio
space, moving sound items around, perhaps reacting to user movement or other
actions. Note that each audio space is sandboxed apart from each other in ASE,
for a stable and secure design.

5.3 Non-optimized Websites

Consider two cases when a user visits a website. In the first, the website is a
traditional visually based site, unaware of the audio capabilities of the user’s
device. In the second, the website is optimized to provide the user a rich audio
experience.
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In the first case, the mobile device first establishes a connection with the
remote server. This is RW1 in Fig. 3. RW1 sends visually formatted content
(such as text, audio, or video), which is relayed to the media server (MS) on
the device. MS converts the content to audio and stores it in the audio library
(AL). ASE then organizes the sound locations in an audio space (AS1 in Fig.
3). This is done according to local device preferences set by the user, since RW1
has no idea that its content is being formatted into audio. ASE determines
the perceived soundscape of the user. This information is given to IOM. IOM
uses the soundscape information to ask AL to render and aggregate the sounds
accordingly. The result is returned to IOM, and passed to the user as a single
stereo signal. The perceived soundscape is constantly updated as the user moves
in sound space. If the user visits another website, the parsed content may also
be assigned to the same audio space, as shown by RW2 in Fig. 3.

For example, suppose a user with a mobile device first visits a local news web-
site, represented by RW1 in Fig. 3. The website returns a webpage containing
three news articles and the local weather, in text format. The text content is
sent to MS where it is converted to audio, and then stored in AL. In particu-
lar, the news articles are stored as three audio files, and all of them are tagged
with the same library identifier, IDnews. The weather report audio file is tagged
with IDweather. This is shown in Table 1. ASE creates two sound items corre-
sponding to the news and weather, and places them in AS1. Each sound item is
characterized by its associated library ID, and its virtual location in 3D audio
space. Thus, AS1 only stores a table of sound items, shown in Table 2. It does
not contain any actual audio information. (Audio files are stored in AL.) In this
case, the two sound items are located at (100, 0, 0) , (−100, 0, 0), two preset loca-
tions customized by the user. The movable user location (x, y, z) is also stored
in the table. (Note the user might even be outside AS1, and in AS2 for exam-
ple.) Suppose the user is located closer to the news item. With a simple audio
propagation model, ASE determines that 80% and 30% maximum volume of the
news and weather audio files, respectively, should be used as part of the user’s
perceived soundscape (ultimately her modeled head related transfer function).
This information (along with the respective library IDs, IDnews and IDweather)
are passed to IOM. IOM requests the actual audio from AL (using the library
IDs as keys). AL thus produces an aggregate stereo audio signal that combines
80% maximum volume of the three news audio files (looped in series) and 30%
maximum volume of the weather audio file. As the user moves in AS1, the vol-
ume proportions change, so that AL is constantly re-rendering the aggregate
output stereo audio signal. Suppose later the user visits another website, RW2
in Fig. 3 (without “leaving” RW1). RW2 is a finance website with stock quotes
and an investment advice program video stream. Two more sound items are
added to AS1, with the corresponding audio files added to AL. Now, a total of
four sound items are in AS1. So as before, depending on the location of the user
in AS1, ASE sends the appropriate information to IOM. IOM then requests the
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aggregate stereo audio signal from AL as before, but now with the output signal
composed of up to four components. Note that since stock quotes are updated
regularly, and the investment advice program is a video stream, the device has
to periodically query RW2 for new content, which eventually updates the audio
files in AL. This situation mimics existing web browsers having multiple tabs
open, connecting the user to multiple websites. The audio content stored in AL
and the sound items in AS1 for this case of two simultaneous connections to
RW1 and RW2 are shown in Tables 3 and 4.

Table 1. Audio content stored in AL for connection to RW1

Audio Content Library ID

News article 1 IDnews

News article 2 IDnews

News article 3 IDnews

Weather report IDweather

Table 2. Sound items in AS1 for connection to RW1

Sound Item (or User) Library ID Virtual Location in Audio Space

News IDnews (100, 0, 0)
Weather IDweather (−100, 0, 0)
User - (x, y, z)

Table 3. Audio content stored in AL for simultaneous connections to RW1 and RW2

Audio Content Library ID

News article 1 IDnews

News article 2 IDnews

News article 3 IDnews

Weather report IDweather

Stock quotes IDstocks

Investment video IDinvest

Table 4. Sound items in AS1 for simultaneous connections to RW1 and RW2

Sound Item (or User) Library ID Virtual Location in Audio Space

News IDnews (100, 0, 0)
Weather IDweather (−100, 0, 0)

Stock quotes IDstocks (0, 100, 0)
Investment video IDinvest (0,−100, 0)

User - (x, y, z)
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5.4 Audio-Optimized Websites

In the second case, when the device connects to an audio-optimized website,
a web service replies, asking for additional, device-specific information and re-
source permissions in order to create an optimized mobile 3D audio web ex-
perience. This may include the web service requesting multiple shared or not
shared audio spaces, a limit on the allowed total number of sound items, and
the allocated bandwidth for audio streams. As well, the web service may ask for
available and allowable user interfaces. The device may reply with, for exam-
ple, a touch screen with a certain resolution, and an accelerometer with certain
sensitivity settings. After providing this initial information, the device assigns
the web service direct access to possibly multiple audio spaces. In Fig. 3, we
show one web service (WS) with direct access to one audio space (AS2). WS
directly sends formatted audio content to AL, bypassing MS, easing the compu-
tational load of MS and AL. With this level of control, web services can provide
customizable and rich experiences for users

For example, suppose a user visits a social networking website, represented
by WS in Fig. 3. After requesting for device information and permissions, the
social network has total control of AS2 and is allowed to place up to 10 sound
items in it. It is allowed to store up to 30 audio files in AL, with each file not
exceeding 3 MB in size, and 3 minutes in duration. With these constraints, the
social network creates a customized 3D audio space in AS2 for the user. That
is, on the server side, the audio space is represented by a large virtual space
consisting of all the user’s friends as sound items. Since WS can only place up to
10 sound items, only a portion of that large virtual space is replicated in AS2,
corresponding to the 10 closest friends with respect to the user’s current location,
in AS2. This is shown in Fig. 4. As the user moves in AS2, its location is fed back
to WS directly. This is indicated by the arrow pointing from AS2 to WS in Fig.
3. Thus, WS can update the sound items in AS2 accordingly in real-time. (That
is, the 10 closest friends change as the user moves.) WS sends the audio files (of
social networking status updates and other social information) corresponding to
the 30 closest friends of the user’s current location, to AL, and updates them
as the user moves. The larger subset of friends in AL (audio files) than in AS
(sound items with no audio information inherently) enables the system to react
fast enough, since there is a delay for WS to send audio files to AL, as the user
moves quickly in AS2. WS also modifies the entire structure of friend placement
in the audio space, over multiple sessions, depending on which friends the user is
near more often. These friends are placed closer together, and nearer to the user
when she visits the social networking website in subsequent visits to the social
network.

6 Implementation

We integrate many of these ideas in a system prototype. We design and program
a mobile application on the Apple iOS mobile operating system platform. It is
currently available on the Apple App Store [20]. The application is an audio
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x
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Fig. 4. 3D audio space representation of a social network. The user is represented by
the square. The circles are the user’s friends. They are all placed in 3D audio space.
The filled circles indicate the 10 closest friends. The locations of the user and of these
10 friends are stored in AS2.

RSS reader. It retrieves RSS feeds, converts them to audio, and plays them in
3D audio space. The user moves in the space with touch gestures and shaking
the device.

6.1 Prototype Design and Functionality

The application is composed of two screens, as shown in Fig. 5. The first is the
navigation screen, where the user moves in 3D audio space. The second is the
content selection screen, where the user can select up to six RSS feeds (and
locally stored music files). If the user is in the first screen, a simple two-finger
tap anywhere brings up the second screen. A back button labelled “3D” on the
second screen returns the user to the first screen.

The application downloads up to six RSS feeds and converts them to audio
files. (A feed is re-downloaded and re-converted after a user selects it on the
second screen if it is more than 15 minutes old.) The audio files are placed
in fixed positions in 3D audio space and played (in a looping manner). The six
positions are {north, south, east, west, up, down}, equidistant from the origin. In
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(a) 3D audio navigation screen (b) Content selection screen

Fig. 5. System prototype on the Apple iOS mobile platform

the first screen, the user controls her movement in audio space. Touch dragging
forward or backward and left or right on the screen moves her x-y coordinates.
Tapping the top half of the screen moves her up on the z-axis, and tapping the
bottom half moves her down. Shaking the device returns her to the origin.

The navigation interface is entirely eyes-free. The user senses her location
by listening to how relatively loud the audio feeds are, and how the soundscape
changes as she moves (a feedback mechanism). (The screen does display the user’s
current coordinates nonetheless.) This prototype demonstrates a rich mobile RSS
experience. The user can pre-select her desired content, and listen to them in an
eyes-free situation. Switching between feeds is extremely simple. The user can
even listen to feeds simultaneously, as well as listen to “background” music.

6.2 Audio Implementation Details

In our prototype, the downloaded RSS feed content is in text format. Therefore,
we convert the text to audio using a text-to-speech (TTS) engine. This is part
of MS in Fig. 3. We have one audio space in ASE. The dragging, tapping, and
shaking gestures are passed from IOM into the audio space, which calculates the
position of the user. Based on the user location, AL renders the audio files, and
aggregates them into a single stereo sound. This is accomplished with OpenAL,
a cross-platform API for simulating 3D audio [21]. Basically, we pass in the
relative audio locations and user location (and orientation) in 3D space, and the
API returns the perceived stereo sound. This is constantly updated as the user
moves in the 3D audio space.
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7 Conclusion and Future Work

In this paper, we propose a new paradigm of 3D audio mobile web consumption.
This allows the user a rich digital experience, even on a small device with a small
screen. We motivate our paradigm and provide applications. We provide system
designs and a system architecture. Finally, we implement many of our ideas in
a system prototype on the Apple iOS mobile platform.

Future work includes further developing our system designs. There are still
many interactive audio web interfaces that we have yet to explore. These in-
clude designing standardized audio sounds to help the user navigate in the 3D
audio spaces. As well, we predominantly discuss the spatial aspect of sound in
this paper. This is inherently related to a sound’s volume. We wish to explore
other aspects such as pitch (frequency), quality (the harmonics of a tone), and
reverberation (echoes). We also plan to exploit the temporal aspect of sound, in
addition to spatial.

We plan to incorporate more components in our system architecture (Fig.
3) in a more complete implementation. This includes both integrating a more
general audio spaces system on the local device side, as well as developing audio-
aware web services on the remote side. In particular, there needs to be many
additional web protocols that cater to 3D audio information flow. This will allow
web services to provide personalized audio web experiences in a standardized
manner.

We also plan to do extensive user studies to test our designs. In particular, we
want to know how the cocktail party effect depends on the vastly different types
of content on the web. For example, background music likely requires very little
attention. But we want to characterize the differences in attention required for
listening to emails versus listening to social network streams, for example.
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