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Abstract. The goal of this paper is to present the development of a tracking 
technology to interact with a virtual object. This paper presents the general 
procedures of building a simple, low cost tracking system by using Wiimote (a 
remote of Nintendo game console) and the Open source Computer Vision 
(OpenCV) software library as well as interfacing the tracking system with an 
immersive virtual environment (Vizard). We used an iterative position and 
orientation estimation (POSIT algorithm) which is optimized as an OpenCV 
function for extracting position parameters.  We filter out the noise in the 
coordinate values using Kalman filters. The orientation and translation of the 
tracked system are then used to manipulate a virtual object created in the virtual 
world of Vizard. Our results indicate that it is possible to implement an 
inexpensive and efficient application for interacting with virtual worlds using a 
Wiimote and appropriate digital filters. 

Keywords: WiimoteIR tracking, 6 DOF pose estimation, OpenCV, 3D TV 
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1   Introduction 

Tracking of moving objects has a wide variety of application areas including medical 
science, interactive entertainment, gaming, control technologies and military 
applications.  Motion tracking can be performed either by tracking a moving object 
with a fixed capturing device or by capturing movement of a camera using stationary 
objects. The information related to motion in both cases is extracted and used 
according to the requirements of the systems.  

One useful technology for optical motion tracking are Infra-Red (IR) cameras 
which can report the 2D projected coordinates of IR light sources. The reported 2D 
projected coordinates of a known specific 3D arrangement of IR sources are then 
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processed to estimate the position and orientation of an object in three dimensional 
space (six Degree of Freedom – 6 DOF) using appropriate computer vision 
algorithms. 

Pose estimation and gesture recognition brings distinct advantages to Human 
Computer Interaction (HCI) in comparison to conventional input devices. These 
techniques enable users to interact with computers in a more intuitive and natural 
way. Commercially available tracking systems do not appeal to ordinary computer 
users due to their lack of affordability and reduced availability [1]. Wiimote is a game 
input device that allows the user to manipulate objects in a virtual environment, with 
the capability of sensing gestures through its accelerometer and optical sensors (Fig. 
1). It can measure yaw, pitch and roll orientations via built-in acceleration sensors, 
and report the coordinates of infra-red light sources with a resolution of 1024x768 
pixels.  

 

Fig. 1. Nintendo Wiimote controls [2] 

Due to its unique features, affordability and availability, the Wiimote handset has 
attracted great attention in recent years. It has been used not only in computer games 
but also in HCI applications. For example, a head mounted IR LED arrangement can 
replace the ordinary mouse in order to enable people with limited mobility to surf the 
internet with minimal effort [3]. The click function can be realized with a pre-defined 
voice vocabulary in this system. In the study [4], Wiimote acceleration sensor 
readings are used to control a wheelchair with simple hand gestures.  Low latency of 
the IR camera due to high refresh rates [5, 6] allows programmers to use Wiimote to 
control a virtual object [7], to navigate interactive maps [8], and build low cost 
interactive electronic whiteboards [9]. 

Our goal in this study is the development of an inexpensive 3DTV interactive 
environment for the user to interact with a virtual world, using head and ultimately, 
hand tracking.  

We use a similar methodology for tracking IR light sources as presented in [5, 6], 
to demonstrate the potential use of such 3D tracking methods in medical imaging.  
The commonly used approach towards tracking objects using an IR camera and IR  
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LED (Light Emitting Diode) beacon is to extract orientation and translational 
movements from 2D image data. The structure of our tracked object is described in 
section 2 below.  We present a method of pose estimation and its computer 
implementation in section 3.  The software environment and coding are presented in 
section 4. We present the results of filtering in section 5. In section 6 we discuss our 
findings and directions for future studies.  

2   IR Beacon Architecture   

The Wiimote has a monochrome “camera” with a resolution of 128x96 pixels.  On-
camera proprietary Nintendo hardware post-processes the camera image and outputs 
the x-y coordinates of up to four infrared light sources at a refresh rate of 100 Hz.  
The coordinates of light sources are reported with a resolution of 1024x768 pixels via 
interpolation.  There are scant details regarding the actual hardware makeup of the 
“camera” in the Wiimote (i.e. it is not clear whether it is an array device like a CCD 
chip in ordinary cameras), but it has a peak sensitivity in the IR though can also detect 
in the visible. In the Wiimote visible light is blocked with a plastic IR bandpass filter, 
which sharply attenuates light transmission below 900 nm. The combination of this IR 
filter and the spectral sensitivity of the “camera” results in the Wiimote being most 
sensitive to light around a wavelength of 940 nm [5, 6, and 10]. We conducted an 
experiment measuring the spectral properties of the IR bandpass filter as shown in 
Fig. 2.    

 

Fig. 2. Percentage transmission of light through the Wiimote’s IR band-pass filter as a function 
of wavelength. We see a sharp attenuation below light of wavelength below 900 nm.  

We used four LEDs which emit light at 940 nm wavelength in our LED beacon 
since the OpenCV pose estimation algorithm requires four non-planar points.  A 
similar LED structure was used in the applications developed in [5] and [6] (Fig. 3, a, 
b and c).   
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(a) 

(b) 

 

(c) 

Fig. 3. (a) LED arrangement used in this study, IR Beacons used in [1] and [5] (b and c) 

We used four resistances in the circuit to exceed the current limit (100 mA) for 
LEDs (Fig. 4). Resistance values are calculated using the rated forward current of 
these LEDs for a specified voltage bias and we found 3V batteries and 4 Ohms 
resistances where sufficient for our application.   

 
Fig. 4. Circuit diagram of our IR LED beacon where the LEDs (D) and associated resistances 
(R), are arranged in parallel and connected to a +3V voltage source 
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3   Methodology and Implementation 

The Wiimote communicates bi-directionally via an on-board Broadcom 2042 
Bluetooth driver chip [11]. This allows great flexibility in wireless communication 
between the device and the computer. There are freely available Wiimote libraries for 
different programming languages such as C#, Python, Matlab and C++. As OpenCV 
is a C++ based library we chose C++ as a development environment, and we used the 
Wiiuse library for the communication with Wiimote via Bluetooth. 

There are a number of methods to estimate the orientations and positions of tracked 
objects, tagged by a constellation of tracking points [11, 12 and 13]. Among these 
methods the POSIT algorithm has some advantage since an initial pose estimation is 
not required [12]. However it suffers from a lack of accuracy when the tracking points 
lay on the same plane.  

We used the POSIT function available in OpenCV to estimate the rotation matrix 
and translation vector of a tracked IR beacon. The OpenCV pose estimation method is 
also used in [5]. Alternatively one can solve a system of non-linear equations using 
the Levenberg-Marquardt minimization method to find the orientation matrix and 
translation vectors [6]. 

In the OpenCV C++ library, the cvPOSIT function takes the physical 
measurements of the configuration of lights on the object to be tracked (which are 
assumed to be pre-measured and fixed on the beacon to be tracked), the number of 
iterations, (or iteration sensitivity) as a termination criteria, and the camera-observed 
image points in 2D (as well as camera focal length in pixels). The function returns a 
rotation matrix and a translation vector. In nearly four or five iterations the process 
finds an estimate for the object’s pose which is highly accurate [14, 15]. The use of 
extra non-coplanar points helps the algorithm to converge.  

The camera focal length is an intrinsic parameter used to compute the z-coordinate 
of the 3D coordinate system and we model the optics using a pin-hole camera model. 
From this model the focal length can be found by using the camera calibration 
functions of OpenCV. A special IR beacon arrangement (a camera calibration pattern 
or a grid), whose geometry is known precisely (such as four LEDs positioned at  
eachcorner of a square), is required to use the camera calibration routines [14, 16]. 
However, camera calibration is beyond of the scope of this study and we used camera 
parameters as reported in [5, 6]. 

An important part of all pose estimation algorithms is the correct association 
between individual light points imaged by the camera and their respective sources on 
the object to be tracked. In [6] and [21], the Wiimote’s linear accelerometer was used 
to obtain an initial point match and new poses were estimated successively with 
subsequent pose matchingbeing performed on a nearest neighborhood basis. In the 
study [5], three of the LEDs on the beacon were nearly collinear and thus the image 
points as seen by the camera lay also on a line in all poses. Thus the source and image 
point association can be achieved by applying co-linearity tests. We use a different 
geometrical approach to establish the association between the image and source 
points. Four different triangles can be constructed from four points (Fig 5).  The 
triangle which has the biggest area excludes the point D, and this is true when viewed 
in any pose. 
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Fig. 5. The view of our IR LED arrangement from the z-axis direction 

We can label point C since the vector DC constitutes the biggest angle in the 
combination of the vectors AD, AB and DC. Thus the point C can be distinguished 
from the others. Once the points, C and D are labeled, A and B can be labeled using a 
clockwise rotation check relative to point C.   

The physical arrangements of IR LEDs on the beacon we use are given in Table 1. 
From our experiments the distances between the points are sufficient to track the 
device up to two meters away from the camera. The coordinates of point A are taken 
as the origin of the system. The other point’s coordinates are then defined with respect 
to point A.  

Table 1. Coordinates of the LEDs making up our IR beacon 

Points/Coordinates [mm] x y z 
A 0 0 0 
B 105 10 0 
C 52 73 -10 
D 54 13 7 

3.1   Filtering Noisy Signal 

Every digital measurement contains noise to some extent.  Before processing the 
signals noise should be filtered out to increase the accuracy and to smooth the 
variation of the signal.  Accuracy of six degree of freedom (6DOF) IR tracking with a 
single Wiimote IR camera was evaluated in [1, 6], by comparing the tracking 
performance with a more accurate 6DOF commercial tracking system.   

 In the study [1] the Wiimote tracking developed there had errors in estimating the 
coordinate and orientation parameters of the pose: x-y-z coordinates  ~ 7-8 mm, yaw-
pitch angles ~ 0.8 degree . Nearly same levels of accuracy are reported in [6]. The 
noise values as well as the offset in the y direction of the IR beacon are apparent in 
Fig. 6.     
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Fig. 6. Gauging the accuracy of the pose estimation. Graph plots the y coordinate in mm versus 
time at a stationary position taken from the study[6]. 

From these studies one observers that the Wiimote IR camera is not suitable for 
applications where precision is required, but it is sufficient for manipulating virtual 
objects or for use as a pointing device [1].   

We can filter out the noise from the signal by applying a Kalman filter to the 
coordinates sent to the computer from the Wiimote. Kalman filtering is a powerful 
method to estimate the state of dynamical systems subject to random noise. It has 
been widely used in tracking systems to filter out noise from the signal [17]. Once the 
filter is initialized with initial state values and error covariance, the Kalman filter 
estimates the next state variables and error covariance in time by maximizing the 
posterior probability recursively and new measurements are used to update the  
estimation [14, 17].  

Kalman filtering functions are available in the OpenCV library. We used these 
functions instead of writing the filtering class from scratch. Models of the system’s 
dynamics and measurement are required for Kalman filtering.   

Given a dynamic system at time step k, we can express the state and measurement 
models (1), (2) as follows 

xk= Fxk-1+Buk+wk (1)

zk=Hkxk+vk (2)

Here, xk and zk represents the states and measured variables, uk represents the control 
input, wk and vk represents the process and measurement noise respectively [14].  F, B 
and H are the matrices representing the state transition, control input and 
measurement matrices respectively.  
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State variables in our system for an individual LED position are   
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Here dt is the sampling time (refresh rate). Since we only measure the position, our 
measured variables will be x and y. 
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The random variables wk and vk are independent from each other and they have a 
normal probability distribution [14, 18].  

P(w) ~ N(0, Q) (5)

P(v) ~ N(0, R) (6)

[ ]T
kkk eeEP =  (7)

Q, R and P represent process noise covariance, measurement noise covariance and 
error covariance respectively.  An initial state and initial error covariance matrix 
should be assigned to start the filtering process. We assigned the coordinates of the 
LEDs as an initial state as if they are estimated in a virtual preceding step by using the 
OpenCV Kalman filter functions’ state_post method. We assumed that our tracking 
system is linear and our model reflects the dynamics of the system accurately. 

The underlying aim of this assumption is to smooth the visualization of the object 
since high accuracy is not needed for our intended use (3D pointer). Thus we kept the 
measurement and process noise covariance values at very low levels.   

4   Visualization and Virtual Environment / 3D TV 

In the visualization stage, we used the Vizard Virtual Reality engine developed by 
Worldviz. By using the Vizard SDK we created a plugin that receives our tracking 
data and makes it available within the Vizard environment. We could then easily 
attach the 6 DOF location of our physical sensor to either a graphical 3D model or to 
the virtual camera position. 

In order to display our test platform in stereoscopic 3D, we used a recently released 
3D television (Samsung UA55C7000). Vizard is able to output to the display in various 
3D standards, one of which is to use side by side stereo images, a left eye scene and a 
right eye scene displayed side by side horizontally, or one above the other vertically. 
The 3D TV can then be manually set to the relevant side by side 3D stereo mode. 
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We were then able to see the results of our tracking device, which being a 6 DOF 
device moves in 3 dimensions and 3 orientations, on a screen capable of displaying 
the result in full (Fig. 7). 

 

Fig. 7. Brain Model as a virtual object 

5   Results 

We used a Kalman filter to feed pose estimation model with a low level of noise, and 
not to allow the error level to increase after the use of applied functions. The effect of 
filtered coordinates on the Roll angle is seen in the Fig. 8. 

The dotted line shows the roll angle computed using the Kalman filtered 
coordinates. There are eight coordinate values for four points. The coordinate values 
are integers and reported in the resolution of 1024x768 pixels. The errors occur  
 

 

Fig. 8. Roll angle comparison computed using filtered and raw coordinates 
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jumping the coordinate values in the neighborhood of the LEDs’ real position. The 
Kalman filter tries to estimate real position. The estimated coordinates have decimal 
values jumping between neighborhoods in small intervals.  

Although the Kalman filter reduces error level in computed Euler angles, we still 
must use appropriate filters to smooth the visualization.  In our experiments, we 
applied a moving-average filter to computed Euler angles for smoothing the 
visualization. The moving-average filter behaves as a low pass filter and attenuates 
the high frequencies. We continue to analyze the results, and design and test these and 
new filters for future phases of the project. A study of a first order low pass 
Butterworth filter on roll angle is given Fig. 9. As seen in the Fig. 9 Butterworth filter 
produces better results in smoothing the data. 

 

Fig. 9. Butterworth filtering after Kalman filter 

6  Conclusion and Future Work 

We demonstrated tracking and pose estimation of a moving IR beacon by using 
OpenCV and Wiiuse libraries. We built an IR LED beacon consisting of four non-
coplanar LEDs and estimated the pose of this beacon using the OpenCV Posit 
function. Before calling cvPOSIT function to extract the rotation matrix and position 
vector of the device we applied a Kalman filter to smooth the visualization. 

Movement of the manipulated object (in our study we used a 3D brain model) was 
very jittery before implementing the Kalman filter due to the very high level of noise 
associated with the Wiimote digitization hardware  (also found by the studies [1, 12]). 
We suspect this noise arises from the actual low resolution of the Wiimote camera 
and the resulting hardware interpolation of coordinate values within the Wiimote 
camera. 

Our results indicate that band pass filter algorithms can be used to achieve smooth 
pose estimation in virtual environments.  Wiimotes provides an inexpensive and fast 
developing hardware platform for computer vision and gesture recognition studies, 
although they cannot be used in the application where precision and accuracy is 
essential. Future research will focus on developing greater pose accuracy, greater field 
of view and the ability to track many IR beacons simultaneously. 
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